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Abstract Plant disease leaf image segmentation plays an

important role in the plant disease detection through leaf

symptoms. A novel segmentation method of plant disease

leaf image is proposed based on a hybrid clustering. The

whole color leaf image is firstly divided into a number of

compact and nearly uniform superpixels by superpixel

clustering, which can provide useful clustering cues to

guide image segmentation to accelerate the convergence

speed of the expectation maximization (EM) algorithm,

and then, the lesion pixels are quickly and accurately

segmented from each superpixel by EM algorithm. The

experimental results and the comparison results with sim-

ilar approaches demonstrate that the proposed method is

effective and has high practical value for plant disease

detection.

Keywords Plant disease leaf image segmentation � Plant
disease detection � Superpixel clustering � EM algorithm

1 Introduction

In agriculture field, there are various plant diseases, which

seriously reduce the quantity and quality of agriculture

products. Automatic detection of plant diseases through

plant leaf symptoms applied in leaves is a relatively

affordable and more effective solution as it can reduce a

large work of monitoring in big plant fields. In the plant

disease detection, leaf image segmentation is quite

important, which directly affects the reliability of feature

extraction and disease recognition accuracy. Recently,

many methods have been proposed for plant disease leaf

image segmentation based on statistical pattern recogni-

tion, K-means clustering, fuzzy C-means clustering, Otsu,

level set, EM algorithm, etc. [1, 2]. Yuan et al. [3] proposed

a segmentation method for crop disease leaf with complex

background, in which an optimal threshold value for seg-

mentation can be obtained using weighted Parzen window.

Arivazhagan et al. [4] proposed a software solution for

automatic detection and classification of plant leaf dis-

eases, in which the green pixels are masked and removed

using specific threshold value followed by segmentation

process, and the texture statistics are computed for the

useful segmentation. Gui et al. [5] presented a soybean leaf

disease detection system using color leaf image with

complex background, in which according to the K-means

algorithm and combined experience threshold, salient

regions can be segmented from soybean leaf disease ima-

ges based on salient maps. Hiary et al. [6] presented an

algorithm for leaf disease image segmentation. In the

algorithm, most green colored pixels are firstly identified,

and then, these pixels are masked based on specific

threshold values that are computed using Otsu’s method,

and finally the pixels with zero values of red, green and

blue and the pixels on the boundaries of the infected cluster

were completely removed. Yugang et al. [7] proposed a

watershed algorithm for crop disease leaf segmentation.

Kaur et al. [8] proposed a segmentation method based on

K-means clustering algorithm for grape disease leaf image

segmentation. Chaudhary et al. [9] proposed an algorithm

for disease spot segmentation using image processing

techniques in plant leaf, in which they compared the effect

of CIELAB, HSI and YCbCr color spaces in the process of

disease spot detection. Hanping [10] proposed a cotton
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disease leaf segmentation method based on fuzzy C-means

clustering. Meunkaewjinda et al. [11] segmented grape leaf

disease image by unsupervised optimal fuzzy C-means

clustering algorithm. Qin et al. [12] investigated twelve

lesion segmentation methods integrated with clustering

algorithms for alfalfa leaf disease recognition. Mohammad

et al. [13] compared the thresholding, watershed, edge

detection, fuzzy C-means clustering and K-means cluster-

ing for plant disease detection. They pointed that fuzzy

clustering algorithm is suitable for overlapping clustering

task.

From the above analysis, it is known that disease leaf

image segmentation is always a difficult and challenging

problem because of the fuzziness and complexity of dis-

ease leaf image and the overlapping of the different

regions. Most disease leaf segmentation algorithms utilize

a fixed threshold or criterion to distinguish leaf image spot

by gray-level differences between the normal pixels, spot

pixels and background pixels. But in practice, the regions

of these pixels in a disease leaf image are generally fuzzy

and uncertain, and the color of normal region and spot

region is also uneven and unclear, and the gray histogram

of disease leaf image is always overlapping, as shown in

Fig. 1. In Fig. 1c, it is found that there is no obvious seg-

mentation valley between normal part and spot part in the

image. So, lesion image cannot be effectively segmented

by a fixed threshold by histogram clustering, Otsu and

level-set algorithms [1, 2], which is shown in Fig. 1d–f.

Figure 1g shows that randomly selecting K clustering

centers results in the poor segmentation by K-means

clustering.

In some iteration segmentation algorithms, such as K-

means clustering and fuzzy C-means clustering, the itera-

tion processing is conducted in the whole disease leaf

image. The iterative processing of the whole image will

involve a huge amount of data. For example, given a color

disease leaf with size of 240 9 320, there are

240 9 320 9 3 = 230,400 pixel points in RGB space.

Dealing with so large data at the same time will seriously

reduce the iteration speed. In some local segmentation

methods, such as salient segmentation [5], the whole leaf

image is divided into a number of even square grid sub-

regions, as shown in Fig. 2b. Although the rigid even

dividing is simple, from Fig. 2b, we can see that the spot

pixels and normal pixels are grouped arbitrarily into a grid,

which is unreasonable.

Superpixel clustering is becoming increasingly popular

in computer vision image processing [14]. It is a process

that neighboring pixels with the same or similar features in

color, brightness and texture in an image are grouped into

several perceptually meaningful homogeneous regions,

which can be used to reduce the complexity of images from

hundreds of thousands of pixels to only a number of

superpixels, and can be used to replace the even dividing

[5], as shown in Fig. 2c with 50 superpixels. In Fig. 2c, it is

seen that although superpixels look quite irregular, a leaf
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Fig. 1 Plant disease leaf image segmentation. a Original cucumber leaf image, b grayscale image, c grayscale histogram, d histogram clustering,

e Otsu, f level set, g K-means clustering
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image is divided purposefully clustered. All pixels in the

same superpixel are quite similar, and specially, the spot

pixels can be grouped into several superpixels. There are

many approaches to generating superpixels, each with its

own advantages and drawbacks that may be better suited to

a particular application [15–17]. These approaches can be

broadly categorized as either graph-based or gradient

ascent methods. Below, we review popular superpixel

methods for each of these categories, including some that

were not originally designed specifically to generate

superpixels.

In disease leaf segmentation, superpixel clustering, as a

preprocessing, can provide a compact representation of an

original color disease leaf image. Superpixels of disease

leaf image carry more information than individual pixels,

which have great improvement in computational efficiency,

running time and memory cost, because hundreds of

thousands of pixels are grouped into only a few hundreds

of superpixels [14]. The expectation maximization (EM)

algorithm is frequently used for color image segmentation

[18]. Although EM is effective for color image segmen-

tation, it is difficult to determine its initial parameters.

Specially, if its initial parameters are randomly set for

whole image, it will take too much time to converge, which

greatly affects its speed and constraints its practical

applications. If we implement EM algorithm on each

superpixel instead of on whole image, the initialize

parameters can be easily estimated, because the pixels in a

superpixel are similar and compact. In the paper, based on

superpixels and EM algorithm, a novel method of plant

disease leaf image segmentation is proposed. In the

method, the superpixel clustering is employed to provide

cluster cues to guide the lesion segmentation. EM con-

tributes to the lesion segmentation by improving the

parameters of the Gaussian mixture density function on the

basis of the maximum likelihood criterion.

The highlights are listed as follows: (1) superpixel

clustering is applied to dividing the original color disease

leaf image into a few hundreds of small compact regions;

(2) EM algorithm can quickly converge by the guide of

superpixel clustering, and the computational cost is greatly

reduced; (3) the segmentation result is better and more

robust to noise, since superpixels of area less than a given

number of pixels are eliminated; (4) the color disease leaf

images can be fast and accurately segmented by EM.

The rest of this paper is arranged as follows: Section 2

introduces superpixel clustering and EM algorithm. A

segmentation method of plant disease leaf image is pro-

posed by combining superpixels and EM algorithm in

Sect. 3. The experimental results are presented and ana-

lyzed in Sect. 4. Finally, the conclusions and the future

work are given in Sect. 5.

2 Related works

Superpixels can compactly represent disease leaf image

and keep the neighbor relationship of pixels of image. EM

algorithm is an efficient iterative algorithm for finding the

maximum likelihood estimation. Superpixel clustering and

EM algorithm are often applied to color image

segmentation.

2.1 Simple linear iterative clustering (SLIC)

Simple linear iterative clustering (SLIC) is widely applied

to superpixel clustering due to its simplicity and practi-

cality [19]. It divides an image into approximately several

Fig. 2 Plant disease leaf image dividing. a Original disease leaf, b grid dividing, c superpixels
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smaller regions, which are sufficient to preserve well the

different boundaries in the image. The only parameter in

SLIC is K, a desired number of approximately equal-sized

superpixels. SLIC utilizes a distance metric to determine

the closest cluster center for each pixel and then itera-

tively assigns pixels to the closest cluster center and

updates the locations of the cluster centers. In CIELAB

color space, the Lab color space describes mathematically

all perceivable colors in the three dimensions: L for

lightness and a and b for the color opponents green–red

and blue–yellow. Unlike the RGB and CMYK color

models, Lab color is designed to approximate human

vision. In clustering, color image is converted to CIELAB

color space, which provides a perceptually uni-

form color space. SLIC performs a 5-D space (L*a*b*x

y) clustering by K-means guideline, where L*a*b* are

components of CIELAB color space and x and y are the

pixel coordinates in the image [20].

Given an image with n pixels and the number of

superpixels K, the approximate size of each superpixel is

K=n and the grid interval is about S ¼
ffiffiffiffiffiffiffiffiffi

K=n
p

. Let K

superpixel cluster centers be Ck ¼ ðLk; ak; bk; xk; ykÞ,
k ¼ 1; 2; . . .;K, and ðL1; a1; b1; x1; y1Þ and

ðL2; a2; b2; x2; y2Þ are two random cluster centers. Three

distance measures in SLIC are defined in CIELAB color

space as follows:

dLab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðL1 � L2Þ2 þ ða1 � a2Þ2 þ ðb1 � b2Þ2
q

dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1 � x2Þ2 þ ðy1 � y2Þ2
q

Ds ¼ dLab þ ðb=SÞ � dxy

8

>

>

<

>

>

:

ð1Þ

where Ds is the sum of L*a*b* distance dLab and xy plane

distance dxy normalized by the grid interval S, 1� b� 20 is

introduced in Ds allowing to control the compactness of

superpixels. The greater b, the more spatial proximity is

emphasized and the more cluster compact.

SLIC is summarized as follows,

Step 1 Initialize cluster centers Ck ¼ ½Lk; ak; bk; xk; yk�T
by sampling pixels at regular grid S.

Step 2 Perturb cluster centers in a 3 9 3 neighborhood to

the lowest gradient position. Image gradients are com-

puted as

Gðx; yÞ ¼ Iðxþ 1; yÞ � Iðx� 1; yÞk k2

þ Iðx; yþ 1Þ � Iðx; y� 1Þk k2;
ð2Þ

where Iðx; yÞ is the lab vector corresponding to the ðx; yÞ
pixel.

Step 3 For each cluster center Ck, assign each pixel with

the nearest cluster center according to Ds, considering

only the centers whose search region of 2S 9 2S pixels

overlaps its location.

Step 4 Adjust the cluster centers to be the average

vector of all the pixels belonging to the cluster.

Step 5 Return to Step 3. Compute new cluster centers

and residual error E, i.e., the distance between previous

centers and recomputed centers until E B threshold.

2.2 EM algorithm

EM algorithm consists of E-step and M-step [21]. In E-

step, a function is created for the expectation of the log-

likelihood evaluation by the current estimate for its

parameters; in M-step, the parameters are calculated by

maximizing the expected log-likelihood found in the E-

step. The estimated parameters are used to determine the

latent variable distribution in the next E-step. In disease

leaf image segmentation, EM searches the leaf image pixel

clusters by determining the parameters of the mixture

Gaussian density function that fits a given pixel set and

assigns the pixels partially to different clusters instead of

assigning it to only one cluster, and each cluster is modeled

by a probabilistic distribution [22]. In general, for each

superpixel, the region is small, and the pixel color is similar

and compact, and the color change is not too large. So all

pixels in each superpixel can be divided into healthy case

and disease case, and they approximately obey the

weighted average of mixture two-Gaussian distribution

with two Gaussian densities.

Given a color disease leaf image with n pixels observed

in L*a*b*color space, Vi ¼ ½vLi ; vai ; vbi �ði ¼ 1; 2; . . .; nÞ is

the ith pixel. The mixture two-Gaussian density function

can be expressed as

f ðVi;@Þ ¼
X

2

q¼1

aq � fqðVi; lq;RqÞ ð3Þ

where @ ¼ ½a1; a2; l1; l2;R1;R2� is a parameter vector that

needs to be estimated, fqðVi; lq;RqÞ is the qth (q = 1, 2)

mixture Gaussian distribution function with a mean vector

lq 2 R3 and a covariance matrix Rq, and aq is the pro-

portion of the qth normal density in the mixture, and a1 þ
a2 ¼ 1: fqðVi;lq;RqÞ is denoted as,

fqðVi; lq;RqÞ ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞ3 Rq

�

�

�

�

q exp � 1

2
ðVi � lqÞTR�1

q ðVi � lqÞ
� �

:

ð4Þ

EM algorithm is iteratively carried out with the initial

parameter vector @0 ¼ ½a01; a02; l01; l02;R0
1;R

0
2� by repeating

to update the parameter vector. Assuming @t ¼
½at1; at2; lt1; lt2;Rt

1;R
t
2� is the estimated parameter vector of

the t-th iteration, @tþ1 of the ðt þ 1Þ-th iteration can be

estimated by,
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ltþ1
q ¼

X

n

i¼1

Et
iq � Vi

,

X

n

i¼1

Et
iq ð5Þ

Rtþ1
q ¼

X

n

i¼1

Et
iq � ðVi � ltqÞ

TðVi � ltqÞ
.

X

n

i¼1

Et
iq ð6Þ

atþ1
q ¼ 1

n

X

n

i¼1

Et
iq ð7Þ

where Et
iq ¼

atqfqðVi;ltq;R
t
qÞ

P2

q¼1
atqfqðVi;ltq;R

t
qÞ
, q ¼ 1; 2.

Constantly repeating Eqs. (5)–(7) until the difference

@tþ1 � @t
�

�

�

� is less than a given threshold k, and the final

estimate @EM is obtained.

EM algorithm can be implemented by a mixture two-

Gaussian model to get the probability of each pixel point

belonging to each cluster, constantly update the estimated

parameters and then gradually modify the center value of

each cluster. Finally, the disease leaf image can be seg-

mented by the classical maximum likelihood algorithm

using @EM.

3 Plant disease leaf segmentation method

In color disease leaf image segmentation, superpixel clus-

tering, as a preprocessing process, is used to provide a

compact representation of the disease leaf image and fur-

ther provides the initial parameters of the mixture two-

Gaussian distribution for EM algorithm. The parameters

can be used to describe the statistical characteristics of the

healthy and disease pixels in the disease leaf image. By

combining superpixel clustering and EM algorithm, a

segmentation algorithm of plant disease leaf image, namely

superpixels ? EM, is summarized as follows.

1. Convert RGB color disease leaf image into L*a*b*

color space.

2. Implement SLIC and obtain K superpixels, noted as

I1; I2; . . .; IK , where K can be determined

experimentally.

3. Segment the lesion image from each superpixel by the

following process.

(a) For the kth superpixel Ikðk ¼ 1; 2; . . .;KÞ, esti-
mate the initial parameters of EM algorithm:

Suppose Vjk ¼ ½vLjk; vajk; vbjk� ¼ ½v1jk; v2jk; v3jk�,
where vijk is the pixel value of the ith component

of L*a*b* of the jth pixel in

Ik,i ¼ 1; 2; 3; j ¼ 1; 2; . . .; nk,nk is the pixel num-

ber of Ik, the initial parameters of EM algorithm

can be estimated as

R0
1k ¼ R0

2k ¼ E; a01k ¼ a02k ¼ 1=2
l01k ¼ ½b011k; b012k; b013k�
l02k ¼ ½b021k; b022k; b023k�;

8

<

:

ð8Þ

where E is a 3 9 3 unit matrix,

b01ik ¼ 1
n0
ik

Pnk
j¼1 and vijk �Meanik

vijk,

b02ik ¼ 1
nk�n0

ik

Pnk
j¼1 and vijk [Meanik

vijk, n0ik is the

pixel number of vijk �Meanik in Ik,

Meanik ¼ MaxikþMinik
2

, Maxik ¼ maxfvijk; j ¼
1; 2; . . .; njg and

Minik ¼ minfvijk; j ¼ 1; 2; . . .; njg.
(b) Calculate the final parameter estimate

@EM ¼ faEM1k ; aEM2k ; lEM1k ; lEM2k ;REM
1k ;REM

2k g

by EM algorithm.

(c) Determine the label of each pixel in Ik:

The estimated parameters of EM algorithm can be used

to divide each pixel into the healthy and disease regions,

namely the lesion region segmentation. The jth pixel Vjk is

labeled labj by

labj ¼ max
q

exp½� 1
2
ðVjk � lEMqk ÞT � ðREM

qk Þ�1 � ðVjk � lEMqk Þ�

REM
qk

�

�

�

�

�

�

�1=2

ð9Þ

where q ¼ 1 means Vjk is healthy pixel; q ¼ 2 means Vjk is

lesion pixel [19].

In SLIC, the superpixel number of superpixels K influ-

ences computational complexity and boundary integrity.

The search region of each K-means clustering center is

inversely proportional to K. When K increases, SLIC will

quickly converge to the global optimal. In other words, the

larger K is, the more accurate edge segmentation is.

However, if K is exceedingly large, it will lead to serious

over-segmentation problem. The computational complexity

to generate superpixels by SLLC differs with K. The

practical computational complexity of SLIC is OðnKNÞ,
where N is the number of iteration and is irrespective of

K. Therefore, the reasonable selection of superpixel num-

ber is an important factor in SLIC algorithm.

4 Experiments and analysis

In order to examine and verify the performance of super-

pixels ? EM, a number of experiments are conducted on a

cucumber disease leaf image database, in a mixture plat-

form of MATLAB 7.0 and under Windows XP and 120 G

hard disk. All color disease cucumber leaves in the data-

base were collected with digital camera in the agricultural
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demonstration zone of Northwest Agriculture and Forestry

University in China. The number of superpixels is set as

150; the threshold in EM algorithm is set as 0.01. Figure 3a

shows four diseased leaf images, where two images with

complex background of different degrees.

In Fig. 3a, we can see that the color of the disease leaf

images is quite complex. Firstly, we convert the initial

RGB images to LAB color space and then divide it into 150

superpixels by superpixel clustering. To indicate the

advantage of superpixel clustering, we also segment ima-

ges by only EM. The segmented lesions are shown in

Fig. 3d–f.

Table 1 shows the average iterative number and average

computation time to segment the four images in Fig. 3a by

K-means clustering [2], fuzzy c-means clustering [10], EM

algorithm [18] and superpixels ? EM, where the iterative

number of superpixels ? EM is the total of the iterative

number of all superpixels. Table 2 shows the iterative

number and the computation time of superpixels ? EM via

different K.

In Table 2, it is found that, in experiments, for an image

of the same size and threshold k in EM algorithm, the

computing time can be effectively reduced by increasing

the number of superpixels K. Comparing with EM algo-

rithm, in superpixels ? EM, image is divided into K su-

perpixels, and the iteration number increases while the

computing time decreases. The reason is that EM algorithm

can quickly converge in a superpixel. But, increasing

K will result the over-segmentation problem. Therefore,

from the overall point of view, the computation time of

superpixels ? EM does not increase, but reduces a lot.

In Fig. 3 and Table 1, it is seen that superpixels ? EM

is the best and fastest. The reason is that superpixel clus-

tering uses the characteristic similarity between pixels to

group the pixels with a small amount of superpixels instead

of the pixels to express image features, which can provide

the initial parameter estimation for EM, and make EM

algorithm quickly converge. The segmentation speed by

directly using EM is the slowest due to randomly setting

the initial parameters of EM algorithm in the whole disease

leaf image for image segmentation, which also leads to the

phenomenon of excessive number of clusters, as shown in

Fig. 3f. In Fig. 3b and f, we find that each superpixel

contains a series of pixels with similar direction and similar

color features, which effectively maintain a good spot

boundary to some extent. Then, we segment the lesion

from each superpixel by EM algorithm. Figure 3c shows

the segmented lesions. In order to validate the performance

of superpixels ? EM, we compare it with K-means clus-

tering and fuzzy C-means clustering algorithms.

In the experiments, EM algorithm is very similar to K-

means clustering. Similarly, the first step is to choose the

initial parameters. But, in the two algorithms, the distances

between the observation pixels and cluster centers are

computed in different modules, which may lead to different

results. Comparing with K-means-based disease leaf image

segmentation, superpixel-based method is effective. K-

means clustering adopts the squared Euclidean distance,

and RGB color is chosen as the comparison parameter,

while EM algorithm is not based on distances. Instead, EM

algorithm computes the probability of each observation

pixel belonging to each cluster based on the mixture two-

Gaussian distribution, and the final goal is to find the

clusters that maximize the overall probability of the data.

Specially, the proposed algorithm is robust for the color

image segmentation problem, because the initial parame-

ters of EM algorithm are estimated in compact superpixel

and the noise is to some extent suppressed, while the results

of the segmentation methods that use a random initializa-

tion, e.g., K-means clustering and EM algorithm, may

differ according to the selection of initial parameters, as

demonstrated in Fig. 3d and f.

5 Conclusions and future works

Plant disease leaf image segmentation is a crucial step in

plant disease detection and recognition. In this paper, we

proposed a new segmentation method of plant color disease

leaf image by combining superpixel clustering and EM

algorithm. Since EM algorithm is sensitive to the starting

condition, we analyzed the effectiveness of applying

superpixels to parameter estimation of EM algorithm.

Superpixel clustering can be used to reduce the complexity

of images from thousands of pixels to only a few hundreds

of superpixels. In the algorithm, the color image is firstly

divided into several superpixels to improve the initial

estimation and possibly reduce the unlikely segmentation,

and then, segmentation is carried out by EM algorithm.

Experimental results show that the proposed method is

appropriate for dealing with plant disease leaf image seg-

mentation and has certain superiority in the field of plant

disease detection. In the future, we will further compare the

cFig. 3 Cucumber disease leaf images and corresponding segmented

lesion images. a Four original cucumber disease leaf images,

b corresponding 150 superpixels by superpixel clustering, c segmented

lesion from superpixels by superpixels ? EM, d segmented lesion

from original image by K-means clustering, e segmented lesion from

original image by fuzzy C-means clustering, f segmented lesion from

original image by EM
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potential benefits and limitations of the existing color

image segmentation methods and explore a robust, fast and

accurate disease leaf image segmentation method.
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